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Neural computations underlying sensory perception, cognition, and motor control are performed by
populations of neurons at different anatomical and temporal scales. Few techniques are currently
available for exploring the dynamics of local and large range populations. Voltage-sensitive dye
imaging (VSDI), based on organic voltage probes, reveals neural population activity in areas
ranging from a few tens of micrometers to a couple of centimeters, or two areas up to ~10 cm
apart. VSDI provides a submillisecond temporal resolution and a spatial resolution of ~50 µm. The
dye signal emphasizes subthreshold synaptic potentials. VSDI has been applied in the mouse, rat,
gerbil, ferret, tree shrew, cat, and monkey cortices to explore the lateral spread of retinotopic or
somatotopic activation; the dynamic spatiotemporal pattern resulting from sensory activation, includ-
ing the somatosensory, olfactory, auditory, and visual modalities; and motor preparation and the
properties of spontaneously occurring population activity. In this introduction, we focus on VSDI
in vivo and review results obtained mostly in the visual system in our laboratory.

INTRODUCTION

The activity of highly distributed neural networks is thought to underlie sensory processing, motor
coordination, and higher brain functions. These intricate networks are composed of large numbers of
individual neurons, which interact through synaptic connections in complex, dynamically regulated
spatiotemporal patterns. To understand network properties and functions, it is helpful to study the
ensemble activity of neuronal populations, because coherent activity of many neurons is often re-
sponsible for performing the function rather than individual cells. Functionally related subnetworks of
neurons are often spatially segregated, making imaging techniques ideal for monitoring population
activity. Our understanding of the contribution of single neurons for generating percepts and con-
trolling behavior can be improved within the context of the relationship between single-cell-level and
population-level activity.

The remarkable performance of the mammalian brain largely arises from computations taking
place in the neocortex. The neocortex is organized into cortical columns (Mountcastle 1957; Hubel
and Wiesel 1962), which have lateral dimensions of a few hundred micrometers. Interactions within
and between cortical columns occur on the timescale of milliseconds. To follow neuronal computa-
tions at the fundamental level of cortical columns in real time, therefore, requires a spatial resolution of
~100 µm and a temporal resolution of ~1 msec. In vivo voltage-sensitive dye imaging (VSDI) (Grin-
vald et al. 1984; Orbach et al. 1985) fulfills these technical requirements and should help resolve many
fundamental questions.

Electrical communication in cortical networks comprises two basic signals: subthreshold poten-
tials (reflecting synaptic input onto dendrites) and suprathreshold action potentials (forming the
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neuronal output). VSDI appears to relate primarily to spatiotemporal patterns of the subthreshold
synaptically driven membrane potentials simply because of the relatively larger area of neocortical
dendrites. Therefore, VSDI allows for monitoring of the fluctuations of the membrane potential of the
population away from and toward the threshold for action potential. Single unit and multiunit
recordings cannot monitor this activity, reflecting only spiking activity. The local field potential
(LFP), which reflects synaptic potentials, changes its polarity depending on the activity source, and
therefore provides ambiguous information about the sign of recorded activity (inhibition vs. excita-
tion). Furthermore, its spatial resolution is far lower. Therefore, VSDI has a unique place among
available techniques for measuring neural activity.

Here, we describe how in vivo VSDI (Grinvald et al. 1984; Shoham et al. 1999; Grinvald and
Hildesheim 2004) can be applied to anesthetized mammals as well as awake behaving monkeys. We
describe previousfindings and technical advances,mostly fromour laboratory, and howVSDI has been
combined with intracortical microstimulation, single-unit recording, local-field-potential recording,
and targeted injections.Weconcludebydiscussing further technical developments toovercomecurrent
limitations. This introduction begins by reviewingmethodology and historical aspects of in vivo VSDI.
To provide the reader with a sense for what type of questions may be resolved by this technique, we
proceed by discussing results obtained in a variety of mammalian species and paradigms, from sensory
cortex of anesthetized rats and cats tomotor cortex of behavingmonkeys performed in our laboratory.

FROM IN VITRO SINGLE-CELL RECORDINGS TO IN VIVO POPULATION IMAGING

To perform optical imaging of electrical activity, the preparation under study is first stained with a
suitable voltage-sensitive dye. The dye molecules bind to the external surface of excitable membranes
and act as molecular transducers that transform any changes in membrane potential into optical
signals. These optical signals are observed as changes in absorption or emitted fluorescence, and they
respond to membrane potential changes in microseconds. The voltage-sensitive dye signals are lin-
early correlated with both the membrane potential changes and the membrane area of the stained
neuronal elements. These optical changes are monitored with light-imaging devices positioned in a
microscope image plane. Optical signals using voltage-sensitive dyes were first recorded by Tasaki
et al. (1968) in the squid giant axon, and by Cohen and his colleagues in the squid giant axon and in
individual leech neurons (Salzberg et al. 1973).

VSDI (multiple pixels), as opposed to optical recording (single pixel rather than a full image),
began with photodiode arrays in invertebrate ganglia (Grinvald et al. 1981) and was subsequently used
in mammalian brain slices (Grinvald et al. 1982a) and in the isolated salamander olfactory bulb
(Orbach and Cohen 1983). These initial results suggested that optical imaging could be a useful
tool with which to study themammalian brain in vivo as well. However, the initial in vivo experiments
in rat visual cortex in 1982 revealed several complications that had to be overcome. One complication
was the large amount of noise caused by respiratory and heartbeat pulsation. In addition, the relative
opacity and packing density of the cortex limited the penetration of the excitation light and the ability
of dyes to stain deep layers of the cortex. Subsequently, new, improved dyes that overcame these
problems were developed (e.g., RH-414; Grinvald et al. 1982b), and an effective remedy for the
heartbeat noise was found by synchronizing data acquisition with the electrocardiogram and sub-
tracting a no-stimulus trial. These improvements facilitated in vivo imaging of several different
sensory systems, including the retinotopic responses in the frog optic tectum (Grinvald et al.
1984), the whisker barrels in rat somatosensory cortex (Orbach et al. 1985), and experiments on
the salamander olfactory bulb (Kauer et al. 1987; Kauer 1988; Cinelli and Kauer 1995; Cinelli et al.
1995). The development of more hydrophilic dyes improved the quality of the results obtained in cat
and monkey visual cortex (e.g., RH-704 and RH-795; Grinvald et al. 1986, 1994).

The newest generation of voltage-sensitive dyes offers a 30-fold improvement in signal-to-noise
ratio (SNR) over the early dyes. This was accomplished by designing dyes that are excited outside the
absorption band of hemoglobin, thus minimizing pulsation and hemodynamic noise (Shoham et al.
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1999). With this advance it has become possible to reveal the dynamics of cortical information
processing and its underlying functional architecture at the necessary spatial and temporal resolution
in both anesthetized and behaving animals. Additional advances related to the implantation of
transparent artificial dura (Arieli et al. 2002) now allow chronic recordings to be taken over a long
period of time. Optical imaging can be performed simultaneously with intracellular recording, ex-
tracellular recording, microstimulation, and tracer injection, thanks to the development of an elec-
trode assembly attached to a cranial window (Arieli and Grinvald 2002).

It is important to comment on the relationship between the in vivo dye population signal and
membrane potential changes. In simpler preparations, where single cells are distinctly visible, the dye
signal looks just like an intracellular electrical recording (Salzberg et al. 1973, 1977; Grinvald et al.
1977, 1981, 1982b). In optical imaging from cortical tissue stained by topical application, however, the
optical signal does not have single-cell resolution. Rather, it likely represents the sum of membrane
potential changes in both presynaptic and postsynaptic neuronal elements, as well as a possible
contribution from the depolarization of neighboring glial cells (Konnerth and Orkand 1986; Lev-
Ram and Grinvald 1986). Because of the much larger area of dendrites relative to that of cell somata
(~1000-fold), the voltage-sensitive dye signal in cortical tissue reflects, in the main, the postsynaptic
potentials in the fine dendrites of cortical cells, rather than action potentials in cell somata. VSDI can
therefore easily detect subthreshold synaptic potentials in the extensive dendritic arborization. Recent
patch recordings from the rat somatosensory cortex, performed simultaneously with VSDI, indicated
that the signals originate primarily from layers 2/3 and reflect dendritic postsynaptic potentials rather
than somatic action potentials (Sterkin et al. 1998; Petersen et al. 2003a). Thus, dye signals are
uniquely poised to supply data about subthreshold dendritic processing, providing information
about aspects of neuronal processing that cannot usually be obtained from single-unit recordings
or intracellular somatic recordings.

SPATIAL AND TEMPORAL RESOLUTION

Early VSDI used a cumbersome and low-resolution 12 × 12 “diode array camera” (Grinvald et al.
1981). Higher resolution has subsequently been achieved, due mostly to efforts by two groups in
Japan: Kamino (Hirota et al. 1995) and Matsumoto (Iijima et al. 1992; Vranesic et al. 1994). Further
increases in spatial resolution were achieved by Toyama and colleagues using a stroboscopic light
(Toyama and Tanifuji 1991; Tanifuji et al. 1993). Today, commercial voltage-sensitive dye cameras
(charge-coupled device [CCD] or complementary metal oxide semiconductor [CMOS]), with up to
1,000,000 detectors, are available from several vendors.

Detector technology, however, is not the factor that currently limits the spatial resolution achieved
with VSDI. The properties of the dyes are a major limiting factor; in particular, the SNR that can be
obtained with them, and the photodynamic damage that they cause. The development of suitable
voltage-sensitive dyes is a key to the successful application of optical imaging for several reasons. First,
different preparations often require dyes with different properties (Ross and Reichardt 1979; Cohen
and Lesher 1986; Grinvald et al. 1988). Recently, it was shown that even within the same species,
different cortical areas require different dyes (e.g., a given dye provided a high-quality signal in the rat
somatosensory cortex but not in the rat olfactory bulb, although the bulb was well stained [Spors and
Grinvald 2002]). Second, the use of dyes is associated with difficulties that must be overcome. Under
prolonged or intense illumination, dyes cause photodynamic damage. Additional difficulties include
bleaching, limited depth of penetration into the cortex, and possible pharmacological side effects.

However, recent intracellular recordings in vivo have directly confirmed that stained cortical cells
maintain their response properties (Sterkin et al. 1998; Grinvald et al. 1999, Fig. 23; Petersen et al.
2003a). Furthermore, long-term VSDI in awake monkeys indicated that, even after a year of imaging,
monkey visual cortex continues to function normally: The animal maintained normal performance in
tasks that required the cortical area be monitored. Thus, new dyes (Shoham et al. 1999) have largely
alleviated the problems of pharmacological side effects and photodynamic damage. This means that
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extensive imaging sessions are now possible, allowing signal averaging of many repeated presentations
and improved SNRs, thus enhancing spatial resolution.

An additional factor that determines spatial resolution of VSDI is the structure of the cellular
elements giving rise to the dye signal. Because the local dendritic trees of neurons have a diameter of
~300–500 µm, a given pixel combines activity from cells with distant somas. Because dendritic trees of
neurons, tuned to different functional properties, overlap only partially, subdendrite resolution is
possible. The temporal resolution of VSDI is not limited by the response time of dye molecules,
because these respond within microseconds to a change in the electrical field over the membrane
(Cohen et al. 1974). The temporal resolution is, however, limited by the nature of the population
activity and the SNR. The power spectrum of other forms of population activity (electroencephalo-
gram and LFP) suggests that most of the signal does not require a temporal resolution of >5–10 msec.
Achieving high SNRs depends largely, as explained above, on the dyes used and is somewhat more
demanding in VSDI than in the sister technology of intrinsic imaging because the samples are shorter
in time. This is because of the square-root relationship between the number of samples and the SNR.
It is much easier to obtain a good SNR when signals are slower. For instance, the SNR in measure-
ments of small signals is 33-fold higher when the signals have a rise time of 1 sec, when compared with
a rise time of 1 msec.

Empirically, we find that current dyes and equipment allow excellent SNR at a sampling rate of 5–
10 msec with each pixel looking at a 64 × 64-µm area of cortex. Finer temporal and spatial sampling
does not usually provide additional data, although exceptions do exist as noted in the study of the
lateral spread beyond the retinotopic border, when a sampling rate of 0.6 msec was used (Derdikman
et al. 2003; Petersen et al. 2003a,b). VSDI has been said to kill spatial resolution to gain better temporal
resolution. The above numbers actually show, however, that no such trade-off exists with the present
state of the art, relative to intrinsic imaging. Improvements in the dyes and in the spatial resolution of
fast cameras have made it possible to obtain high-resolution functional maps of orientation columns,
“lighting up” inmilliseconds with an SNR even better than that obtained with the slow intrinsic signals
(see Fig. 2). Additional developments will undoubtedly introduce further improvement.

In summary, VSDI of cortical activity is a particularly attractive technique for providing new
insights into the temporal aspects of mammalian brain function. Among its advantages over other
methodologies are (1) direct recording of the summed membrane potential changes of neuronal
populations, including fine dendritic and axonal processes; (2) ability to measure these repeatedly
from the same cortical region over an extended period of time, using different experimental or
stimulus conditions; (3) imaging spatiotemporal patterns of activity of neuronal populations with a
submillisecond temporal resolution; and (4) selective visualization of neuronal assemblies (see
below). Several related reviews have been published elsewhere (Tasaki and Warashina 1976; Wagg-
oner and Grinvald 1977; Cohen et al. 1978; Waggoner 1979; Grinvald 1984, 1985; Cohen and Lesher
1986; De Weer and Salzberg 1986; Salzberg et al. 1986; Loew 1987; Orbach 1988; Grinvald et al. 1991;
Kamino 1991; Cinelli and Kauer 1992; for more detailed reviews, see Grinvald et al. 1988, 1999;
Grinvald and Hildesheim 2004; Grinvald and Petersen 2010).

DISTRIBUTED PROCESSING: THE SPREAD OF ACTIVITY FAR BEYOND THE
RETINOTOPIC/SOMATOTOPIC REPRESENTATIONS

One outstanding question that has benefited from real-time optical imaging is that of the distance in
the cortical surface across which activation by a sensory point stimulus spreads. As mentioned above,
the voltage-sensitive dye signal in cortical tissue reflects, in the main, the postsynaptic potentials in the
fine dendrites of cortical cells rather than action potentials in cell somata. VSDI is thus ideally suited to
answer this question.

The frog retinotectal connections offer a system that is topographically well organized: Each spot
of light on the retina activates a small region in the optic tectum. The first optical imaging study
investigating the spread of activation concentrated on visualizing the topographic distribution of
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sensory responses in the frog (Grinvald et al. 1984). The optical signals obtained from the tectum in
response to discrete visual stimuli were found to correspond well to the known retinotopic map of the
tectum. However, in addition to a focus of excitation, the spatial distribution of the signals showed
smaller, delayed activity (3–20 msec) covering a much larger area than would be expected on the basis
of classic single-unit mapping.

In rat primary somatosensory cortex, each whisker projects to a well-defined region termed the
whisker barrel, and there is a simple somatotopic organization of the different whisker barrels side by
side. This preparation thus offered a convenient opportunity to explore the question of activation
spread in the mammalian brain. When the tip of a whisker was gently moved, optical signals were
observed in the corresponding cortical barrel field (Derdikman et al. 2003). However, a discrepancy
was noted between the size of an individual barrel, as recorded optically (1300 µm) and the histolog-
ically defined barrel (300–600 µm in layer 4 of the cortex, showing neuronal somata rather than
processes). The reason for this difference is probably that most of the optical signal originates from the
superficial cortical layers in which neurons extend long processes to neighboring barrels (Orbach et al.
1985; Kleinfeld and Delaney 1996; Takashima et al. 2001; Derdikman et al. 2003). Glutamate antag-
onists blocked the spread. Thus, postsynaptic activity in the dendritic processes could account for the
detected spread (Petersen et al. 2003a,b). This lateral spread is both excitatory and inhibitory, and the
balance probably depends on the stimulus parameters (Fig. 1C). Net surround inhibition was also
documented at late times in the surround of an activated barrel (Orbach et al. 1985; Takashima et al.
2001; Derdikman et al. 2003).

In monkey striate cortex, retinotopic imaging experiments also showed activity over a cortical area
much larger than predicted on the basis of standard retinotopic measurements in layer 4, but consis-
tent with the anatomical finding of long-range horizontal connections in visual cortex (Gilbert and
Wiesel 1983). The results of these experiments were used to calculate the cortical point spread func-
tion, which reflects the extent of cortical activation by retinal point stimuli. Figure 1 illustrates the
cortical point spread function inmacaque primary visual cortex. To show the relationship between the
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FIGURE 1. Many functional domains are activated
during the processing of a small retinal image or a
single whisker deflection. (A) Calculation of the activ-
ity spread from a small patch in layer 4 (a 1 × 1-mm
square) within the upper cortical layers of a macaque.
This cortical activation was produced by a retinal
image of ~0.50˚ × 0.25˚ that was presented to both
eyes. The space constants for the exponential activity
spread measured with the dye experiments were 1.5
and 2.9 mm in the cortical axes perpendicular and
parallel to the vertical meridian representation, respec-
tively. (B) Direct activation in layer 4 (of the areawithin
the square; calculated from retinotopic extracellular
recordings) and the spread in layers 2/3 (elliptical con-
tours; calculated from VSDI) are shown superimposed
on a histological section showing the mosaics of cyto-
chrome oxidase blobs, close to the border between
cortical areas V1 and V2. The center ellipse shows
the contour at which the amplitude of cortical activity
drops to 37% of its peak. The larger ellipse shows the
contour at which the spread amplitude drops to 14%.
More than 10,000,000 neurons reside in the cortical
area bounded by the large ellipse containing a regular
mosaic of about 250 blobs. (C ) The exact spatiotem-
poral pattern of the spread in the somatosensory cortex
in response to a single barrel stimulation. The tem-
poral resolution was 2 msec/frame. (A,B, Reprinted
from Grinvald et al. 1994; C, data from Petersen
et al. 2003a,b.)
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observed spread and individual cortical modules, the spread function is projected on a histological
section of cytochrome oxidase blobs (Fig. 1B). The stimulus used here caused spiking, activated only
in neurons residing in the marked small square, which contains just four blobs. However, more than
200 blobs had access to the information carried by the signal spread, albeit at a lower amplitude. The
apparent “space constant” for the spread was 1.5 mm along the cortical axis, parallel to the ocular
dominance columns, and 3 mm along the perpendicular axis. The spread velocity was 0.1–0.2 m/sec
(Grinvald et al. 1994). A recent study in anesthetized cats showed that this spreading subthreshold
synaptic activity is priming the cortex and the cortex then responds differently to a subsequent
stimulus; it has been reported that perception of motion when only stationary stimuli were displayed
could be explained by this type of activity, which is totally elusive to unit recordings (Jancke et al.
2004).

The extensive lateral spread observed beyond the retinotopic borders in layer 4, both excitatory
and inhibitory, indicates that the degree of distributed processing in primary visual cortex is much
larger than often conceived—certainly a nontrivial challenge for theoreticians studying cortical net-
works. In these early studies of the visual response using VSDI, the spatial resolution did not enable
exploration of such basic attributes of the visual response as orientation selectivity. Subsequent
studies, described below, addressed this issue. Much higher spatial resolution data showing similar
spread in the somatosensory cortex were first reported by Derdikman et al. (2003) and Petersen et al.
(2003a) (Fig. 1C) and several subsequent papers from the same group (Petersen et al. 2004; Ferezou
et al. 2006, 2007; Berger et al. 2007).

The sophisticated nature of the effect of the long-range spread as revealed in the visual cortex is
discussed below.

LONG-RANGE HORIZONTAL SPREAD OF ORIENTATION SELECTIVITY IS CONTROLLED
BY INTRACORTICAL COOPERATIVITY

During the last three decades, the intracortical anatomical connectivity made by the horizontal
connections has been extensively explored in multiple species. It has generally been concluded that
horizontal axons in visual cortex bind distant columns sharing a similar orientation preference.
However, the functional selectivity of the horizontal spread has never been measured directly. One
reason is that the connections made by the horizontal axons are difficult to record because they only
have a subthreshold impact on their postsynaptic targets. Therefore, to unveil the functional expres-
sion of the horizontal connectivity, it is mandatory to have access to the activation of the horizontal
network at the subthreshold, postsynaptic integration level. Chavane et al. (2011) reported a multi-
scale analysis of visually driven horizontal network activation, using direct population and intra-
cellular measures of postsynaptic integration. VSDI shows that while global activation in response
to a local stimulus shows long-range horizontal spread, the orientation-selective component of this
response does not spread beyond the feedforward cortical imprint of the stimulus. Orientation
selectivity decreases exponentially with horizontal distance. Therefore, beyond a distance of one
hypercolumn, horizontal functional connectivity no longer obeys a binding rule preserving iso-ori-
entation preference with this type of stimulus. Intracellular recordings show that this loss of orien-
tation selectivity arises from the diversity of convergence patterns of intracortical synaptic input
originating from beyond the classical receptive field.

In contrast, when increasing the spatial summation evoked by the stimulus—for example, by
presenting annular stimuli—orientation-selective activation spreads beyond the feedforward imprint
(compare Fig. 2A,B: the orientation map). It was therefore concluded that stimulus-induced coop-
erativity at the network level is needed for the emergence of long-range orientation-selective spread.

Chavane et al. (2011) shows two different dynamic behaviors of the same network for two distinct
stimulus configurations: a single local stimulus does not propagate orientation preference through the
long-range horizontal cortical connections, whereas stimulation imposing spatial summation and
temporal coherence facilitates the build-up of propagating activity showing a strong orientation
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preference. These observations do not necessarily contradict each other. They point to the possibility
that complex stimulus configurations are allowed and expected based on activation within a locally
confined region in visual space, whereas an iso-oriented stimulus with a large spatial extent supports
the expectation of that specific orientation throughout a yet-larger area.

DYNAMICS OF SHAPE PROCESSING AT SUBCOLUMNAR RESOLUTION

A key goal for functional brain mapping is to obtain single-condition maps: that is, to acquire the
pattern of activation evoked by a single stimulus condition, without the need to perform differential
imaging of two orthogonal stimuli. This is important because for resolving most of the questions
requiring imaging, truly orthogonal stimuli cannot be defined, and because analyzing single-condition
data reveals processes that are difficult or impossible to see with differential data. With the technical
advances in VSDI, we were able to obtain time series of single-condition maps millisecond by
millisecond, at subcolumnar resolution. We used it to revisit fundamental questions regarding the
emergence of orientation selectivity in visual cortex (Sharon and Grinvald 2002).

Two families of mechanisms have been proposed to play a role in the emergence of the highly
orientation-selective responses of cortical visual neurons, a property not shared by their thalamic
inputs. Feedforward-only models suggest appropriate alignment of thalamic input as the mechanism,
whereas recurrent models suggest that intracortical interactions are more important. Measuring the
dynamics of the response to the input by visual cortex, as enabled by VSDI, is relevant to this question
because the feedforward explanation predicts that orientation selectivity should remain constant with
time from stimulus onset, whereas if recurrent interactions are important, then selectivity should
change as the cortical network performs its processing.

To answer the question of dynamics of orientation selectivity, we first acquire the crucial high-
quality single-condition maps. A time series of the initial response is shown in Figure 3A for two
orthogonal orientations. As soon as the response is observable, the two orthogonal stimuli are shown
to preferentially activate complementary patches of cortex. This pattern is, of course, easily observed
in the differential map (Fig. 3B,C). To calculate orientation tuning curves, however, differential maps
and time courses are of no use, and single-condition responses are needed (Fig. 3D).

In experiments in which six different orientations were shown, the tuning curves at each point in
time could be calculated directly from the single-condition responses (Fig. 3E). The immediate

FIGURE 2. Horizontal spread and center-surround competition. (A) Area 18 differential map obtained by dividing the
responses to horizontal versus vertical gratings presented through a central disk aperture (stimulus diameter 4˚ at an
eccentricity of 7.6˚; see cartoons). Orientation map is confined locally. (B) In comparison, displaying a larger grating
through an annular aperture without stimulating the central disk (stimulus inner diameter, 4˚; outer diameter, 12˚;
same eccentricity) results in the propagation of an orientation-selective signal within the cortical representation of the
central disk region. (C ) When both stimuli compete in a composite cross-oriented configuration, the orientation map
disappears within the retinotopic representation of the central disk. (D) Control condition with iso-oriented center-
surround configurations. The white contour encircles the expected retinotopic representation of the central disk. Scale
bar, 1 mm.
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impression is that of tuning curves with a constant shape but changing amplitude. Indeed, the half-
width at half-height of tuning curves were steady right from response onset (Sharon and Grinvald
2002). Sustained intracortical processing, therefore, does not seem to be needed to determine orien-
tation tuning width, at least for the majority of the population.

There are additional aspects of the response that affect orientation selectivity, not just tuning
width. As shown in Figure 3C, the modulation depth of the response (difference between preferred
and orthogonal) does change, decreasing after a peak at 100 msec. An intriguing phenomenon is
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FIGURE 3. The dynamics of orientation tuning. (A) The two rows show the time series of single-condition orientation
maps, in response to two orthogonal stimuli. (B) Spatial pattern revealed by differential imaging. (C ) Temporal pattern
of differential activity. The deceleration–acceleration (DA) notch is hardly visible here, thus it was overlooked in earlier
studies. (D) (Top) The time course of the evoked response to preferred (black) and orthogonal (gray) orientations,
calculated from the time series of single-condition maps shown in (A). The two responses have the same onset latency
(~30 msec); the response to the preferred orientation is larger from the onset. The striking feature of the evoked
responses is the DA notch. (C and D) were calculated for pixels in the regions marked in B. (Bottom) Confirmation
of the DA notch with intracellular recordings performed in our laboratory (Sterkin et al. 1998). The notch in the
intracellular data appears at the same time as that in the dye data, at ~50–80 msec. After the notch, the dye response
continues to grow a lot more than the intracellular response; this could be attributable to the fact that the dye measures
membrane potential changes over the entire dendritic arborization, and not just in the soma. (E) Orientation tuning
curves at different times after stimulus onset, from another experiment. The curves after response onset (green) have the
same shape but different amplitudes. The baseline of the curves was shifted to facilitate comparison. (F ) Time series of
orientation preference maps in polar depiction: Color represents preferred orientation (top to bottom of color scale on
right is 0˚–180˚), and brightness represents amplitude of differential response (left to right of color scale is 0%–0.05%).
Preferred orientation is steady from response onset. The VSDI data in A–D are raw, unfiltered. (Modified from Sharon
and Grinvald 2002.)
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nearly undetectable in the differential time course, but very obvious when considering the evoked
single-condition responses (Fig. 3D). There is a notch in the evoked response, equivalent to a decel-
eration followed by acceleration in the rise time—this is termed the evoked DA (deceleration–accel-
eration) notch. It is likely caused by a suppressive mechanism peaking at 50–80 msec. These are the
kind of dynamics that one would expect from intracortical processing. Furthermore, the evoked DA
notch is more pronounced in response to the orthogonal stimulus than to the preferred stimulus (see
Fig. 3D; Sharon and Grinvald 2002).

These results suggest that thalamic input may be the major determinant of orientation tuning
width for most cortical neurons, but that intracortical processing is critical in amplifying the orien-
tation-selective component of the response. They also hint that intracortical suppression contributes
to this process by preventing the orthogonal response from increasing as rapidly as the response to the
preferred orientation.

SELECTIVE VISUALIZATION OF NEURONAL ASSEMBLIES

It has been suggested that neurons operate in assemblies (Hebb 1949), networks of neurons that may
or may not reside locally, and which communicate coherently to perform the computations required
for various tasks. Thus, in VSDI, neurons at the recorded site may belong to different neuronal
assemblies. To explore cortical computations, it is often interesting to look at the dynamics of
individual neuronal assemblies, rather than at the activity originating from heterogeneous populations
containing many assemblies. A significant contribution of real-time optical imaging has been the
visualization of the dynamics of coherent neuronal assemblies (i.e., neuronal assemblies in which the
activity of cells is time-locked). The firing of a single neuron is used as a time reference to selectively
visualize activity that is synchronized with it (i.e., only the activity in the assembly to which the
reference neuron belongs [Grinvald et al. 1989, 1991; Arieli et al. 1995]).

To isolate and study the spatiotemporal organization of neuronal assemblies, VSDI was combined
with single-unit recordings and subsequent spike-triggered averaging of the optical recordings. With
sufficient averaging (Fig. 4), the neuronal activity not time locked to the reference neuron was
averaged out, enabling the selective visualization of those cortical locations in which activity con-
sistently occurred coherently with the firing of the reference neuron. The visual cortex (area 18) of
anesthetized cats was stained with the dye RH-795, and either ongoing (spontaneous, in the absence of
visual stimulation) or evoked activity was recorded continuously for 70 sec. We simultaneously
recorded optical signals from 124 sites, together with electrical recordings of LFP and single unit
recordings (one to three isolated units recorded with the same electrode). The spike-triggered aver-
aging analysis showed that the averaged optical signal at the electrode site had a peak that temporally
coincided with the occurrence of a peak in the LFP. The dye signal was similar to the LFP recorded
from the same site. This indicates the expected result that many neurons next to the electrode site had
coherent firing patterns. Interestingly, however, the dye signals more distant from the electrophysi-
ological recording site were heterogeneous, indicating that VSDI provides a better spatial resolution
than field potential recordings.

In 88% of the neurons recorded during spontaneous activity, a significant correlation was found
between the occurrence of a spike and the optical signal recorded in a large cortical region surround-
ing the recording site, including cortical sites up to 6 mm away. This result indicates that spontaneous
activity of single neurons is not an independent process but is time-locked to the firing or the synaptic
inputs from numerous neurons, all activated in a coherent fashion, even without a sensory input.
Surprisingly, it was found that the amplitude of this coherent ongoing activity, recorded optically, was
often almost as large as the activity evoked by optimal visual stimulation. The amplitude of the
ongoing activity, which was directly and reproducibly related to the spontaneous spikes of a single
neuron, was, on average, as high as 54% of the amplitude of the visually evoked response by optimal
sensory stimulation, recorded optically. Coherent activity was detected even at distant cortical sites up
to 6 mm apart. On the other hand, in a few cases, it was found that the spontaneous activity of two
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adjacent neurons, isolated by the same electrode and sharing the same orientation preference, was
correlated with two different spatiotemporal patterns of coherent activity, suggesting that adjacent
neurons in the same orientation column can belong to different neuronal assemblies.

A subsequent study explored the relationship between the spatial pattern of population activity
coherent with a single neuron’s spikes during spontaneous and evoked activity. They were found to be
very similar. Furthermore, it has been reported that the firing rate of a spontaneously active single
neuron strongly depends on the instantaneous spatial pattern of ongoing population activity in a large
cortical area: During spontaneous activity, whenever the instantaneous spatial population pattern
correlated highly with the spatial population pattern evoked by the preferred stimulus of the recorded
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FIGURE 4. Visualization of coherent neuronal assemblies across visual areas. (A) The tuning properties of a single cell
in V1 of primary visual cortex of the awake monkey, which was used for the spike-triggered averaging. (B) Cartoon of
the imaged area showing the V1/V2 border that was identified by mapping the ocular dominance columns in V1. (C )
The time course of spike-triggered average (STA) of the optical signal from V2 (blue curve) as well as the optical signal
from V1 (red curve) on the time of the firing of the V1 reference neuron. Evidently, whenever this cell fired, there was
activity over a large area in V1 as well as V2. In fact, in this case, whenever this cell in V1 fired there was larger
coherent activity in V2 than in V1. (D) The average spatial pattern 60 msec before the V1 action potential occurred is
shown. (Courtesy of David Omer and Amiram Grinvald; unpublished results.)
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neuron, its firing rate increased. This was used to reconstruct the spontaneous activity of single
neurons based on the global spontaneous activity (Tsodyks et al. 1999).

These results indicate that the spontaneous firing of single neurons is tightly linked to the cortical
networks in which they are embedded. The idea of a neural network is a central concept in theoretical
brain research, and it is finally possible to directly visualize the cortical networks and their states in
action, at high spatiotemporal resolution. Exploring cortical states is likely to reveal new fundamental
principles about neural strategies for cortical processing, representations of objects, memories,
context, expectations, and particularly about the interplay between internal cortical representations
and the sensory input in primary sensory areas.

The finding that the amplitude of spontaneous ongoing activity in neuronal assemblies is nearly as
large as evoked activity suggests that it may play an important role in shaping spatiotemporal patterns
evoked by sensory stimuli (Arieli et al. 1996a). Therefore, it is important to be able to study the
dynamics of ongoing and evoked activity without signal averaging.

ONGOING ACTIVITY IN CORTICAL PROCESSING: IMAGING WITHOUT SIGNAL AVERAGING

Despite the large biological noise originating from respiration and heartbeat pulsations, reliable VSDI
was accomplished even without signal averaging, using offline correction procedures instead. This
allowed, for the first time, exploration of the dynamics of spontaneous ongoing population activity
and its interaction with evoked activity.

In the mammalian visual cortex, evoked responses to repeated presentations of the same stimulus
show a large variability. It has been found that this variability results from ongoing activity, reflecting
the dynamic state of the cortical network. The central finding in the initial studies of ongoing activity
using VSDI without signal averaging was that, despite this large variability, the evoked responses in
single trials can be predicted by taking into account the preceding ongoing activity.

The evoked response in a given single-stimulus presentation can be predicted by summing the
preceding ongoing activity with the evoked response, averaged over many presentations. This pre-
diction is valid as long as the ongoing activity pattern, which presumably continues to change during
the evoked response, is still similar to the initial state (Arieli et al. 1996a).

These findings indicate that the old notions of what “noise” in brain activity represents may have
to be revised. Because the ongoing activity is often very large, it would be expected to play a major role
in cortical function. It may provide the neuronal substrate for the dependence of sensory information
processing on context, attention, behavioral and consciousness states, memory retrieval, and other
aspects of cognitive function. Preliminary experiments have shown that behavior itself is also affected
by ongoing activity (Arieli et al. 1996b).

The newly improved SNR of VSDI enabled exploration of the dynamics of ongoing activity
and its relation to internal representations of sensory attributes. It was found that ongoing activity
in the visual cortex of the anesthetized cat is composed of dynamically switching intrinsic cortical
states, many of which closely correspond to orientation maps. When such an orientation state
emerged spontaneously, it spanned several cortical hypercolumns and was usually followed by a
state corresponding to a proximal orientation. Otherwise, it dissolved into an unrecognized state
or noisy pattern after a few tens of milliseconds (Grinvald et al. 1991; Shoham et al. 1991; Kenet et al.
1997, 2003).

The above findings raised the hypothesis that dynamically switching cortical states could express
the brain’s internal context, representing and influencing memory, perception, and behavior. Such
studies obviously require the use of the awake behaving monkey rather than anesthetized subjects.
This is indeed being explored in behaving monkeys as described by Slovin et al. (2002) and by Omer
and Grinvald as described in Grinvald and Petersen (2010). They performed VSDI of ongoing cortical
activity in the visual cortices of awake monkeys simultaneously with measurements of single-unit
activity and the local-field potential. They found coherent activity also in the awake monkey. Figure 4
shows the tuning properties of the reference cell (Fig. 4A), the border between the two imaged areas
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V1 and V2 (Fig. 4B), time course of the coherent activity in area V1 (red) and V2 (blue; Fig. 4C), and
the instantaneous spatial pattern of the assembly activity just before the action potential of the
reference neuron (Fig. 4D). Overall, the dynamics were very different from that found in anesthetized
cats and in a single epoch, it was not possible to recognize any pattern that looked like the known
functional architecture. Nevertheless, it was found that such patterns do appear: The pairwise corre-
lation among pixels of known functional architecture as a function of the orientation difference
between these pixels or their ocularity index had the same stereotypic shape for evoked activity and
for spontaneous epochs. Similar results were also obtained in the anesthetized monkeys. However, in
the anesthetized monkeys spontaneous cortical activity that resembled the functional architecture was
also found just like in the anesthetized cats (Muir et al. 2011). These results underscore the importance
of carrying out experiments on awake behaving animals because the spatiotemporal patterns of
activity are so drastically different.

LONG-TERM VSDI OF CORTICAL DYNAMICS IN BEHAVING MONKEYS

Chronic optical imaging based on newer voltage-sensitive dyes was developed to facilitate exploration
of the spatial and temporal patterns underlying higher cognitive functions in the neocortex of behaving
monkeys. The technique was used to explore cortical dynamics, with high spatial and temporal
resolution, over periods of up to 1 yr from the same patch of cortex (Slovin et al. 2002). The visual
cortices of trained macaques were stained one to three times a week and, immediately after each
staining session, the monkey started to perform a simple behavioral task, while the primary visual
cortex (V1) and the secondary area (V2) were imaged with a fast optical imaging system. Long-term,
repeated VSDI from the same cortical area did not disrupt the normal cortical architecture, as con-
firmed repeatedly by optical imaging based on intrinsic signals. The spatial patterns of functional maps
obtained by VSDI in response to full-field stimuli were essentially identical to those obtained from the
same patch of cortex by imaging based on intrinsic signals. On comparing the relative amplitudes of the
evoked signals and differential maps obtained using these two different imagingmethods, it was found
that the relative contribution of subthreshold versus spiking activity was higher in the voltage-sensitive
dye signal than in the intrinsic signal. In the awake monkey, evoked activity could also be detected
without signal averaging, similarly to the above-mentioned anesthetized cat experiments.

The same approach also proved useful in the exploration of the motor cortex. Electrical recording
studies during Go/No-Go tasks found that primary motor cortex (M1) neurons display changes in
activity which begins primarily after a Move cue, whereas dorsal premotor (PMd) neurons, known to
be engaged in motor planning, display changes in activity that can begin during the Instructed Delay
periods. One monkey was trained to perform a Go/No-Go task. The monkey began a trial by placing
his hand over a small photodiode in front of him. This caused a small white square to appear on a
computer screen. After a variable precue period (3000–4000 msec), the white square was changed to
red (Go mode) or green (No-Go mode). Then, after a variable Instructed Delay period (300–1500
msec), a luminance change of the square told the monkey to follow the prior instruction: Uncover
(Go) or continue to cover the photodiode (No-Go). In the PMd, the VSD signal changes began shortly
after the onset of the Go or No-Go instructions (i.e., at the start of the Instructed Delay periods).
Relatively large signals were observed in the PMd area during both Go and No-Go. The VSD signals
were much smaller in M1 during the No-Gomode. These observations suggest that the preparation to
perform or withhold a motor response is associated mainly with marked subthreshold activity in the
PMd (Strick et al. 2003).

This work shows a new way of recording and analyzing the dynamics of population activity in
behaving monkeys, with high spatial and temporal resolution. The combination of VSDI with tradi-
tional electrical recordings can also be readily adapted to facilitate the selective visualization of
coherent activity in neuronal assemblies involved in dynamic representations and processing of
sensory input, as well as in the planning, control, and execution of motor output (Slovin et al.
2003; Strick et al. 2003). Another powerful combination is described below.
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COMBINED VSDI AND MICROSTIMULATION IN FRONTAL AND MOTOR CORTEX

Despite extensive use of microstimulation in various brain regions to affect neuronal and behavioral
responses (see, e.g., Newsome et al. 1989; Cohen and Newsome 2004), the spatiotemporal pattern
of activation it evokes has not been characterized, leaving open many questions about the spread
of activation, both direct, from the electric shock itself, and indirect, from synaptic activity.
Microstimulation can be incorporated into VSDI studies of the frontal and motor cortex of awake
monkeys.

The frontal eye field and neighboring area, 8Ar, of the primate cortex are involved in programming
and execution of saccades. Electrical microstimulation in these regions elicits short-latency contra-
lateral saccades. To determine how spatiotemporal dynamics of microstimulation-evoked activity are
converted into saccade plans, the combination of VSDI and microstimulation in behaving monkeys
was used. Short stimulation trains evoked a rapid and widespread wave of depolarization followed by
an unexpectedly large and prolonged hyperpolarization. During this hyperpolarization, saccades are
almost exclusively ipsilateral, suggesting an important role for hyperpolarization in determining
saccade goal (Seidemann et al. 2002). This result shows that neural activity, with composite spatio-
temporal dynamics, can be elicited by microstimulation and emphasizes the importance of further
characterization of microstimulation-evoked activity for the interpretation of the behavioral effects
of microstimulation.

Intracortical stimulation has also been used as a tool to discover the pattern of muscle and/or
movement representation in motor areas of the cortex. VSDI was used to examine the patterns of
activation evoked by different stimulation parameters in the primary motor cortex (M1). Those
experiments used much finer stimulation conditions than the previous work. Single cathodal
pulses in M1 (15–30 µA, 0.2-msec duration) evoked short-latency dye responses that continued for
40–50 msec after the onset of stimulation. These responses spread in an asymmetric manner from the
stimulation site in M1; the width of the activated area was ~1.5–3 mm. Single pulses, >15 µA, also
evoked activity at spatially separate sites within M1. Short trains of pulses in M1 (2–20 pulses, 330–
500 Hz, and 30–100 µA) produced activation that spread from the electrode site to adjacent premotor
areas and to the contralateral hemisphere. A distinct hyperpolarization followed the activation pro-
duced by a high-current (>60 µA), short-stimulus train (2–20 pulses). Finally, long-stimulus trains
(70 µA, 200 pulses, and 330 Hz) evoked activation that spread over large portions of M1 and the
adjacent premotor areas. The responses outlasted the stimulus train by several hundred milliseconds
(Slovin et al. 2003). These results emphasize the importance of considering the spread of activation
when evaluating the results of M1 stimulation.

CONCLUSIONS AND OUTLOOK

VSDI is based on the use of voltage-sensitive dyes, and the quality of results it produces is therefore
limited by the properties of these dyes. The results presented here indicate that the technique has
finally matured sufficiently to explore the neocortex in ways never feasible before. Furthermore, it is
expected that the development of new voltage-sensitive dyes and future genetic engineering of suitable
in vivo probes (see, e.g., Miyawaki et al. 1997; Siegel and Isacoff 1997) will make the experiments
much easier and will substantially improve the quality of the results. Of particular importance are
probes that will stain only specific cell types and/or specific cellular compartments (e.g., axons,
somata, and dendrites). Additional developments of other technologies, using second-harmonic
generation (Millard et al. 2003) andmultiphoton and three-dimensional imaging, are highly desirable.
Similarly, excitation at the red edge of existing VSDs has been shown to provide up to 10-fold larger
fractional change in the VSD signal size (Kuhn and Fromherz 2003; Kuhn et al. 2004). Because VSDI
excels at revealing spatiotemporal patterns of the synaptic potential—the input to a neocortical region,
but lacking sensitivity to spiking its output—it should be highly fruitful to combine it with the new
approach to calcium imaging in vivo that primarily reflects the output (Stosiek et al. 2003). To increase
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the dimensionality of meaningful neurophysiological data obtained from the same patch of cortex,
VSDI should be combined with targeted tracer injections, retrograde labeling, microstimulation, and
intracellular and extracellular recordings. VSDI, combined with electrical recordings, allows investi-
gators to obtain information about neuronal activity in coherent neuronal assemblies, within the
neocortex, at subcolumnar resolution.

Although there is fast progress in the development of imaging techniques, to date no alternative
imaging technique for visualizing functional organization in the living brain provides a comparable
spatial and temporal resolution. It is this level of resolution that makes it possible to address questions
of both where and when processing is performed, promising that this technique will contribute to the
study of how—revealing fundamental principles of neural coding and processing strategies at the
population level.
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